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„What is the current and future significance of AI technology

for the development, production and/or use of IVD products

in your organization?“
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Examples of AI applications …

Source: Bajorat et al. 2021: KI-basierte In-vitro-Diagnostika vor dem Hintergrund der IVDR

und dem europäischen KI-Konzept; MPJ – Medizinproduktejournal, 28. Jahrgang, Heft 4, 2021
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Examples of AI applications …

Source: Mundorf & Ludwig 2024: Künstliche Intelligenz im medizinischen Labor: KI – aktueller Stand und 

Zukunftsperspektiven; Trillium Diagnostik, TD Heft 1/2024; DOI: https://doi.org/10.47184/td.2024.01.08
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Examples of AI applications …

Source: https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices
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Examples of AI applications …

[Source: U.S. FDA – Database of Approved Artificial Intelligence and Machine Learning (AI/ML)-Enabled Medical Devices in the USA

(Current as of 25.03.2025]
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Examples of AI applications …

https://healthairegister.com/products/
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Timeline of AI strategic documents, effective as of April 2020, Source: "UNICRI :: United Nations Interregional Crime and Justice Research Institute". www.unicri.it ., 10-09-2021 

NLF regulatory approach
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NLF regulatory approach
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NLF regulatory approach
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NLF regulatory approach
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NLF regulatory approach

… However, a fundamental revision of those Directives is needed to establish a

robust, transparent, predictable and sustainable regulatory framework for

medical devices which ensures a high level of safety and health whilst

supporting innovation.

This Regulation aims to ensure the smooth functioning of the internal market as

regards medical devices, taking as a base a high level of protection of health for

patients and users, .... At the same time, this Regulation sets high standards of

quality and safety for medical devices in order to meet common safety

concerns as regards such products. …

Excerpt from the Recitals No. 1 and 2 of the Regulation (EU) 2017/745 of the European Parliament and of the

Council on medical devices, amending Directive 2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No

1223/2009 and repealing Council Directives 90/385/EEC and 93/42/EEC
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Option 3+: Horizontal EU legislative instrument following a proportionate risk-based

approach plus codes of conduct for non-high-risk AI systems:

“A regulatory framework for high-risk AI systems only, with the possibility for all

providers of non-high-risk AI systems to follow a code of conduct. The requirements

will concern data, documentation and traceability, provision of information and

transparency, human oversight and robustness and accuracy and would be mandatory

for high-risk AI systems. Companies that introduced codes of conduct for other AI

systems would do so voluntarily.”

“AI systems intended to be used as safety components of products that are regulated

under the New Legislative Framework legislation (e.g. machinery, toys, medical devices,

etc.) will be subject to the same ex-ante and ex-post compliance and enforcement

mechanisms of the products of which they are a component. The key difference is that

the ex-ante and ex-post mechanisms will ensure compliance not only with the

requirements established by sectorial legislation, but also with the requirements

established by this regulation.”

Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL LAYING DOWN HARMONISED RULES ON 

ARTIFICIAL INTELLIGENCE (ARTIFICIAL INTELLIGENCE ACT) AND AMENDING CERTAIN UNION LEGISLATIVE ACTS, 2021/0106 (COD) 

NLF regulatory approach



Prof. Dr. Folker Spitzenberger
14

CARAQA  Lübeck                                            Prof. Dr. Folker Spitzenberger

Option 3+: Horizontal EU legislative instrument following a proportionate risk-based

approach plus codes of conduct for non-high-risk AI systems:

“A regulatory framework for high-risk AI systems only, with the possibility for all

providers of non-high-risk AI systems to follow a code of conduct. The requirements

will concern data, documentation and traceability, provision of information and

transparency, human oversight and robustness and accuracy and would be mandatory

for high-risk AI systems. Companies that introduced codes of conduct for other AI

systems would do so voluntarily.”

“AI systems intended to be used as safety components of products that are regulated

under the New Legislative Framework legislation (e.g. machinery, toys, medical devices,

etc.) will be subject to the same ex-ante and ex-post compliance and enforcement

mechanisms of the products of which they are a component. The key difference is that

the ex-ante and ex-post mechanisms will ensure compliance not only with the

requirements established by sectorial legislation, but also with the requirements

established by this regulation.”

Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL LAYING DOWN HARMONISED RULES ON 

ARTIFICIAL INTELLIGENCE (ARTIFICIAL INTELLIGENCE ACT) AND AMENDING CERTAIN UNION LEGISLATIVE ACTS, 2021/0106 (COD) 

NLF regulatory approach

The CE marking indicates the conformity of 

the product with the Union legislation 

applying to the product and providing for 

CE marking. — The CE marking is affixed on 

products that will be placed on the EEA and 

Turkish market. 
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Definition „AI system“ (Art. 3 (1), AI Act) 

‘AI system’ means a machine-based system that is designed to operate with varying levels 

of autonomy and that may exhibit adaptiveness after deployment, and that, for explicit or 

implicit objectives, infers, from the input it receives, how to generate outputs such as

predictions, content, recommendations, or decisions that can influence physical or virtual 

environments;

Definitions

https://digital-strategy.ec.europa.eu/en/library/commission-publishes-

guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application

(1) (2)

(3) (4)
(5)

(6) (7)
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‘safety component’ means a component of a product or of an AI system which

fulfils a safety function for that product or AI system, or the failure or 

malfunctioning of which endangers the health and safety of persons or property;

Definition „safety component“ (Art. 3 (14), AI Act)

Definitions

‘substantial modification’ means a change to an AI system after its placing on the 

market or putting into service which is not foreseen or planned in the initial 

conformity assessment carried out by the provider and as a result of which the 

compliance of the AI system with the requirements set out in Chapter III, Section

2 is affected or results in a modification to the intended purpose for which the AI

system has been assessed;

Definition „substantial modification“ (Art. 3 (23), AI Act)
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Source: https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

AI Act – Risk categorization

(1) … that AI system shall be considered to be

high-risk where both of the following

conditions are fulfilled:

(a) the AI system is intended to be used as a

safety component of a product, or the AI

system is itself a product, covered by the

Union harmonisation legislation listed in

Annex I;

(b) the product whose safety component

pursuant to point (a) is the AI system, or the

AI system itself as a product, is required to

undergo a third-party conformity

assessment, with a view to the placing on the

market or the putting into service of that

product pursuant to the Union harmonisation

legislation listed in Annex I. …

(2) AI systems referred to in Annex III shall

be considered to be high-risk …

AI Act, Article 6 (1), (2), in extracts
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AI Act – Risk categorization
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Source: https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

Source: WHO Global Model Regulatory Framework for Medical 

Devices including IVD Medical Devices (May 2017)  

AI Act – Risk categorization
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Source: https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

Source: WHO Global Model Regulatory Framework for Medical 

Devices including IVD Medical Devices (May 2017)  

AI Act – Risk categorization

“The classification of an AI system as high-risk pursuant to this Regulation should not 

necessarily mean that the product whose safety component is the AI system, or the AI 

system itself as a product, is considered to be high-risk under the criteria established

in the relevant Union harmonisation legislation that applies to the product. This is, in

particular, the case for Regulations (EU) 2017/745 and (EU) 2017/746, where a third-

party conformity assessment is provided for medium-risk and high-risk products.”

Recital 51, AI Act
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Conformity assessment procedure (Art. 43)

Quality

Management

System

Art. 17

Risk

Management

System

Art. 9

Technical 
Documenta-

tion

Art. 11

EU-
Declaration of

Conformity

Art. 47 

CE-Marking

Art. 48

PMS –

Post Market 
Surveillance

Art. 72

Basic elements of conformity assessment leading to CE marking
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Interfaces: QMS, RMS & TD

(2) … In ensuring the compliance of high-risk AI systems referred to in paragraph

1 with the requirements set out in this Section, and in order to ensure

consistency, avoid duplication and minimise additional burdens, providers shall

have a choice of integrating, as appropriate, the necessary testing and reporting

processes, information and documentation they provide with regard to their

product into documentation and procedures that already exist and are required

under the Union harmonisation legislation listed in Section A of Annex I.



Prof. Dr. Folker Spitzenberger
24

Source: Aykurt et al: KI-basierte (IVD-)Medizinprodukte – Neue gesetzliche Anforderungen an das Qualitäts- und Risikomanagement im

Zusammenspiel der MDR/IVDR und des EU AI Acts; in: Rethinking Quality – Wandel des Qualitätsmanagements durch Digitalisierung und

Künstliche Intelligenz; Bericht zur GQW-Jahrestagung 2024 in Berlin, Springer Vieweg Verlag

Interfaces: QMS, RMS & TD
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Interfaces: QMS, RMS & TD

Comparison of the requirements for the quality management system, risk management

system and technical documentation according to MDR and AIA

8

8

4

QMS [MDR, Art. 10 vs. AIA, Art. 17] -

Comparison of 20 elements

No consent Partial consent Overall consent

11

6

8

RMS [MDR, Annex I, 2. - 5., 8. vs. AIA, Art. 9] -

Comparison of 25 elements

No consent Partial consent Overall consent

3427

4

TD [MDR, Annex II, III vs. AIA, Annex IV] -

Comparison of 65 elements

No consent Partial consent Overall consent
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Source: AAMI/BSI - Machine Learning AI in Medical Devices: Adapting Regulatory Frameworks and Standards to

Ensure Safety and Performance (2020)

Change management
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Article 43 (4):

High-risk AI systems that have already been subject to a conformity assessment

procedure shall undergo a new conformity assessment procedure in the event of a

substantial modification … .

For high-risk AI systems that continue to learn after being placed on the market or

put into service, changes to the high-risk AI system and its performance that have

been pre-determined by the provider at the moment of the initial conformity

assessment and are part of the information contained in the technical documentation

referred to in point 2(f) of Annex IV, shall not constitute a substantial modification.

Article 3 (23):

‘substantial modification’ means a change to an AI system after its placing on the

market or putting into service which is not foreseen or planned in the initial

conformity assessment carried out by the provider and as a result of which the

compliance of the AI system with the requirements set out in Chapter III, Section 2 is

affected or results in a modification to the intended purpose for which the AI system

has been assessed;

Change management
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Article 43 (4):

High-risk AI systems that have already been subject to a conformity assessment

procedure shall undergo a new conformity assessment procedure in the event of a

substantial modification … .

For high-risk AI systems that continue to learn after being placed on the market or

put into service, changes to the high-risk AI system and its performance that have

been pre-determined by the provider at the moment of the initial conformity

assessment and are part of the information contained in the technical documentation

referred to in point 2(f) of Annex IV, shall not constitute a substantial modification.

Article 3 (23):

‘substantial modification’ means a change to an AI system after its placing on the

market or putting into service which is not foreseen or planned in the initial

conformity assessment carried out by the provider and as a result of which the

compliance of the AI system with the requirements set out in Chapter III, Section 2 is

affected or results in a modification to the intended purpose for which the AI system

has been assessed;

?
If a change in the intended purpose

of an AI system was defined and 

foreseen in advance at the time of

the original conformity assessment, is

it considered a „substantial 

modification“ or not?

?

Change management
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Source: Standardisation request to the European Standardisation Organisations in support of Union policy on artificial intelligence

(22.05.2023; C(2023) 3215 final)

Standardization in the field of AI
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Standardization in the field of AI

https://publications.jrc.ec.europa.eu/repository/handle/JRC139430

https://ai-watch.ec.europa.eu/topics/ai-standards_en
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Standardization in the field of AI

https://publications.jrc.ec.europa.eu/repository/handle/JRC139430

https://ai-watch.ec.europa.eu/topics/ai-standards_en
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Standardization in the field of AI

„… ISO/IEC 22989 [3] and ISO/IEC 23894 [5] provide general guidance on AI concepts,

terminology and risk management, but they do not specifically address the application of AI 

to medical devices. It must be noted that “risk” is defined in these documents as the effect 

of uncertainties on objectives (see also ISO 31000 [2]). This definition is useful for

organizational or business risk management. The term “risk” used in the healthcare sector 

is different and is defined in ISO 14971:2019 as the combination of the probability of 

occurrence of harm and the severity of that harm. …”
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https://www.iec.ch/dyn/www/f?p=103:14:511274898739289::::

FSP_ORG_ID,FSP_LANG_ID:49125,25

Standardization in the field of AI

https://www.din.de/de/mitwirken/normenausschuesse/na

gesutech/nationale-gremien/wdc-grem:din21:366738849

https://www.din.de/de/mitwirken/normenausschuesse/nagesutech/nationale-

gremien/74630/wdc-grem:din21:366738849!search-grem-details?masking=true
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Activities of implementation

https://artificialintelligenceact.eu/

MDCG: 
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„Take home“: Opportunities / Challenges

Challenges/Risks (-)Opportunities (+)

AI Act may bring too strict and non-flexible

requirements that prevent from innovation in

the IT sector

Promoting confidence to embrace human-

centric AI-based solutions by all stakeholders

AI Act may still risk creating two- or even

multiple-track systems, if unclear definitions

and concepts are not resolved

Supporting the continuity of access to safe

products such as medical devices on the basis

of the NLF conformity assessment regulatory

approach

Conflicting requirements must be resolved, for

example with regard to risk management,

quality management and change management

concepts in different product sectors

Basic and horizontal elements of conformity

assessment such as QMS, RMS, technical

documentation etc. allow for integration of

requirements from sectorial legislation, such as

MDR/IVDR

Lacking, unclear or non-appropriate standard

requirements will delay the implementation

process and will put the EU behind with regard

to innovative products

AI Act includes the EU principle of presumption

of conformity by application of harmonised

standards
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